
Homework Assignment № 8

Kevin Mack, Clarkson University 12/14/2017

Question 1:

In the first task of the assignment, there is Matlab code provided from section A3 of the appendix
from Applied and Computational Measurable Dynamics by Erik M. Bollt and Naratip Santitis-
sadeekorn. The code is used to perform several tasks on data sets from chaotic systems.
The tasks include Delaunay Triangulation, and use of the Ulam-Galerkin matrix to estimate the
Frobenius-Perron operator. The methods will be used on a Lorenz attractor given by (1), the
standard map in (2), and finally the Rossler attractor in (5).

The Lorenz attractor is a system of ordinary differential equations which produce chaotic
solutions for certain parameter values of parameters (σ, ρ, and β) and initial conditions,

dx

dt
= σ(y − x),

dy

dt
= x(ρ− z)− y,

dz

dt
= xy − βz.

(1)

The code to produce the Delaunay triangulation of the Lorenz attractor is given in appendix
A.3 (runnerLorenzCover.m) and is shown in the first code listing.

Listing 1: Matlab code – runnerLorenzCover.m
1 c l e a r ; c l o s e a l l ;
2 load ’ LorenzDat . mat ’ %This should be n x 3 array o f r e a l numbers in t h i s ←↩

case being po in t s on ( near ) the l o r en z a t t r a c t o r
3 f i g u r e
4 hold on
5 g r id on
6 g r id minor
7 p lo t3 (X( : , 1 ) ,X( : , 2 ) ,X( : , 3 ) , ’ . ’ )
8 z=X;
9

10 xlow=f l o o r (min (X) ) ; xhigh=c e i l (max(X) ) ; h=2.5 ;
11 [X1 ,X2 ,X3 ] = ndgrid ( xlow (1) : h : xhigh (1 ) , xlow (2) : h : xhigh (2 ) , xlow (3) : h :←↩

xhigh (3 ) ) ;
12 m=s i z e (X1) ;
13
14 x1=reshape (X1 ,m(1) *m(2) *m(3) ,1 ) ; x2=reshape (X2 ,m(1) *m(2) *m(3) ,1 ) ; x3=←↩

reshape (X3 ,m(1) *m(2) *m(3) ,1 ) ;
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15
16
17 %Formulate Delaunay Tr iangu la t i on o f r eg i on
18 dt= DelaunayTri ( [ x1 x2 , x3 ] ) ; %See Matlab Subrout ine DelauneyTri f o r ←↩

input /output in fo rmat ion
19 %dt i s the t r i a n gu l a t i o n c l a s s
20 %
21 % where
22 %
23 %dt . dt . Tr iangu la t i on i s an m1 by 4 array o f
24 %in t e g e r s l a b e l l i n g the ver tex corner numbers
25 %of the t r i a n g l e s
26 %
27 % and
28 %
29 %dt .X i s an m2 by 3 array o f r e a l numbers
30 %de f i n i n g p o s i t i o n s
31
32
33
34 %Count number o f o r b i t po in t s in z which cause a t r i a n g l e to be counted as
35 %occupied ( and otherwi se a t r i a n g l e i s not counted as i t i s empty un t i l
36 %observed occupied
37
38 nottrue =0;
39 whi le ( nottrue <1)
40 nottrue =1;
41 SI = po intLocat ion ( dt , z ) ; %Matlab command , Locate the s implex element ←↩

in dt
42 %conta in ing the s p e c i f i e d l o c a t i o n s o f each
43 %of the e lements o f the array z o f o r b i t
44 %samples
45 %
46 l=unique ( SI ) ; %Matlab subrout ing : Count the number o f unique ←↩

i n s t an c e s in SI
47 k=1;
48 whi le ( i snan ( l ( k ) )<1&&k<length ( l ) ) %Using Matlab subrout ine True f o r ←↩

Not - a -Number
49 [ i i , j ]= f i nd ( SI==l (k ) ) ; %Co l l e c t those l o c a t i o n s corre spond ing to ←↩

each unique l .
50 cnt ( k )=sum( j ) ;
51 k=k+1;
52 end
53 k=k - 1 ; l l=l ( 1 : k ) ; cnt=reshape ( cnt , s i z e ( l l ) ) ;
54 end
55 %%
56
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57 % Plot those s implex e lements o f the dt which are occupied by an o rb i t
58 % i t e r a t e o f z - dt ( l l , : ) are those occupied s implex e lements
59 f i g u r e ;
60 hold on
61 g r id on
62 g r id minor
63 p lo t3 (0 , 0 , 0 ) ; patch ( ’ f a c e s ’ , dt ( l l , : ) , ’ v e r t i c e s ’ , dt .X, ’ FaceColor ’ , ’ r ’ ) ;
64 N=length ( l l ) ;
65
66 %Creat ing and Edit ing Delaunay Tr i angu la t i on s

The code called runnerLorenzCover.m produces Figure 1, which shows several angles of
the Lorenz attractor as it is covered by a Delaunay triangulation algorithm. The algorithm can
be adjusted based on how much resolution is needed for the cover (by changing the tessellation
size, h).

Further, the Ulam-Galerkin matrix is used to estimate the Frobenius-Perron operator and will
be used to evaluate the standard map. The standard map is an area-preserving chaotic map,
where pn and θn are taken modulo 2π,

pn+1 = pn +Ksin(θn),

θn+1 = θn + pn+1.
(2)

The code to produce the standard map is given in the listing below, and can be found in the
appendix A.1.2.

Listing 2: Matlab code – standard.m
1 f unc t i on xvecNew = standard ( xvec , k )
2 % Matlab coded in v e c t o r i z ed form o f standard
3 %Input :
4 % xvec - vec to r o f i n i t i a l c ond i t i on s
5 % k - standard map parameter
6 %
7 %Output :
8 % xvecNew - vec to r o f t h e i r images
9 %

10 xvecNew = ze ro s ( s i z e ( xvec ) ) ;
11 xvecNew ( 1 , : ) = xvec ( 1 , : )+xvec ( 2 , : ) -k* s i n (2* p i *xvec ( 1 , : ) ) /(2* p i ) ;
12 xvecNew ( 2 , : ) = xvec ( 2 , : ) -k* s i n (2* p i *xvec ( 1 , : ) ) /(2* p i ) ;

The code to create the stochastic matrix, A, of the standard map is called TransitionMa-
trix.m and is tested by runnerSimpleTriCover.m (appendix A.1.2), which are both given in the
listings below. The runnerSimpleTriCover.m code makes a sample orbit of the standard map,
then calls TransitionMatrix.m to use the Ulam-Galerkin method to approximate the Frobenius-
Perron operator in phase space after being thresholded with second eigenvector, v2. The output
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(a) Angle 1, Lorenz Attractor (b) Angle 1, Lorenz Attractor outer cover h = 2.5

(c) Angle 2, Lorenz Attractor (d) Angle 2, Lorenz Attractor outer cover h = 2.5

Figure 1: The images in the left column show plotted points of the Lorenz attractor for a specific
set of parameters and initial conditions. The images in the right column represent the outer
cover of the attractor which has been achieved through Delaunay triangulation.

from the code can be seen for different values of k in Figures 2 and 3 in the next section.

Listing 3: Matlab code – runnerSimpleTriCover.m
1 c l o s e a l l ; c l e a r ;
2 nPlot = 10000; % nPlot - i t e r a t e t e s t o r b i t t h i s many po in t s a f t e r the ←↩

t r a n s i e n t .
3 M=250; diam=10; a=0; b=1;
4 h=0.025
5
6 %%
7 %%%%%%%Make a Sample Orbit o f the Standard Map
8 k=1.2; %k i s chosen >0 . 97 . . . f o r the magic breakup o f the " golden mean" ←↩

to rus
9 z = [ ] ;
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10 % Set some va r i a b l e s
11 t r an s i e n tS t ep s = 100 ; %length o f i n i t i a l t r a n s i e n t o f t e s t o r b i t to ←↩

i gno r e
12 i n i t i a l X = rand (2 , 1 ) ;
13 x = i n i t i a l X ; hold on ;
14
15 %%
16 % Throw away t r a n s i e n t s :
17 f o r i =1: t r an s i e n tS t ep s
18 x = standard (x , k ) ; %Use as a t e s t example , the standard map .
19 end
20
21 %%
22 % Plot the next nPlot po in t s v i s i t e d :
23 f o r i =1: nPlot
24 x = standard (x , k ) ;
25 z=[z ; x ‘ ] ;
26 end
27 z=mod( z , 1 ) ;
28 p lo t ( z ( : , 1 ) , z ( : , 2 ) , ‘ b . ‘ , ‘ markers ize ‘ , 1 0 ) ; hold on ; %See Fig . 1 1 . 1 .
29 %
30 %%
31
32
33 %%%%%%%%%%%%%%%
34 %%%Build an Ulam- Galerkin ‘ s Matrix Based on a Test Orbit V i s i t i n g ←↩

Tr iang l e s
35 %%%of a Te s s e l a t i on
36 [ dt , l l ,A, zz ]= Trans i t ionMatr ix ( z , h , a , b , a , b ) ;
37 t r i p l o t ( dt ) %Matlab rou t in e to draw the t r i a n gu l a t i o n s implex
38 %See Fig . 1 1 . 1 .
39 drawnow ;
40
41 %%
42 [ v , d]= e i g s (A‘ , 2 ) ; w=abs (v ( : , 1 ) ) ; %Compute 1 s t and send e i g enva lu e s / ve c t o r s←↩

o f Galerkin -Ulam Matrix A
43 %
44 f i g u r e ; stem3 ( zz ( : , 1 ) , zz ( : , 2 ) ,w( : ) , ‘ f i l l ‘ ) ; %Show the dominant e i g enve c t o r←↩

(d (1 )=1) meant to roughly es t imate i nva r i an t dens i ty
45 %
46 w2=v ( : , 1 ) ; [ i ,ww]= f i nd (w2>0) ;
47 f i g u r e ; stem3 ( zz ( i , 1 ) , zz ( i , 2 ) ,w2( i ) , ‘ r ‘ , ‘ f i l l ‘ ) %See Fig . 1 1 . 2 .
48
49 %% Produce a r e v e r s i b l e Markov Chain R
50 P=A;
51 [ v , d]= e i g s (A‘ , 1 ) ;
52 N=s i z e (A, 1 ) ;
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53 f o r i =1:N
54 f o r j =1:N
55 Phat ( i , j )=v ( j , 1 ) *P( j , i ) /v ( i , 1 ) ;
56 end
57 end
58 R=(P+Phat ) /2 ;
59
60 %%
61 %Par t i t i on
62 [w, l ]= e i g s (R, 4 ) ;
63 f i g u r e ; p l o t (w( : , 2 ) ) %See Fig . 11 .3
64 c=0; eps =0.005;
65 [ i ,ww]= f i nd (w( : , 2 )>c ) ; [ i i ,ww]= f i nd (w( : , 2 )<=c ) ; [ i i i ,ww]= f i nd ( abs (w( : , 2 ) )<←↩

eps ) ;
66
67 %% These commands p l o t the r e s u l t i n g p a r t i t i o n in phase space .
68 % See Fig . 1 1 . 4 .
69 f i g u r e ; patch ( ‘ f a ce s ‘ , dt ( l l ( i ) , : ) , ‘ v e r t i c e s ‘ , dt .X, ‘ FaceColor ‘ , ‘ r ‘ ) ; ←↩

hold on ;
70 patch ( ‘ f a ce s ‘ , dt ( l l ( i i ) , : ) , ‘ v e r t i c e s ‘ , dt .X, ‘ FaceColor ‘ , ‘ b ‘ ) ;
71 patch ( ‘ f a ce s ‘ , dt ( l l ( i i i ) , : ) , ‘ v e r t i c e s ‘ , dt .X, ‘ FaceColor ‘ , ‘ k ‘ ) ;

Listing 4: Matlab code – TransitionMatrix.m
1 %%%%%%%%%%%%%%%
2 %% by Erik Bo l l t
3 %%%Build an Ulam- Galerkin ‘ s Matrix Based on a Test Orbit V i s i t i n g ←↩

Tr iang l e s
4 %%%of a Te s s e l a t i on
5 %%%%%%%%%%%%%%%
6 % Input :
7 % z - Test o r b i t i s n x 2 f o r an n - i t e r a t e o r b i t sample
8 % h - i s the s i d e l ength o f the t r i a n g l e edges which share a r i g h t
9 % angle

10 % ax , bx , ay , by - the low and high ends o f a box bounding data
11 % Output :
12 % dt - a DelaunayTri
13 %%
14
15 f unc t i on [ dt , l l ,A, zz ]= Trans i t ionMatr ix ( z , h , ax , bx , ay , by )
16
17 %%
18
19 %low= -2; high=2; low=0; high=1;
20 [X1 ,X2 ] = ndgrid ( ax : h : bx , ay : h : by ) ;
21 [m, n]= s i z e (X1) ;
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22 x1=reshape (X1 ,m*n , 1 ) ; x2=reshape (X2 ,m*n , 1 ) ;
23
24 %Formulate Delaunay Tr iangu la t i on o f r eg i on
25 dt= DelaunayTri ( [ x1 x2 ] ) ; %See Matlab Subrout ine DelauneyTri f o r input /←↩

output in fo rmat ion
26 %dt i s the t r i a n gu l a t i o n c l a s s
27 %
28 % where
29 %
30 %dt . dt . Tr iangu la t i on i s an m1 by 3 array o f
31 %in t e g e r s l a b e l l i n g the ver tex corner numbers
32 %of the t r i a n g l e s
33 %
34 % and
35 %
36 %dt .X i s an m2 by 2 array o f r e a l numbers
37 %de f i n i n g p o s i t i o n s
38
39 %t r i p l o t ( dt ) %Optional p l o t command o f t h i s t r i a n gu l a t i o n
40
41 %%
42
43
44 %Count number o f o r b i t po in t s in z which cause a t r i a n g l e to be counted as
45 %occupied ( and otherwi se a t r i a n g l e i s not counted as i t i s empty un t i l
46 %observed occupied
47
48 nottrue =0;
49 whi le ( nottrue <1)
50 nottrue =1;
51 SI = po intLocat ion ( dt , z ) ; %Matlab command , Locate the s implex element ←↩

in dt
52 %conta in ing the s p e c i f i e d l o c a t i o n s o f each
53 %of the e lements o f the array z o f o r b i t
54 %samples
55 %
56 l=unique ( SI ) ; %Matlab subrout ing : Count the number o f unique ←↩

i n s t an c e s in SI
57 k=1;
58 whi le ( i snan ( l ( k ) )<1&&k<length ( l ) ) %Using Matlab subrout ine True f o r ←↩

Not - a -Number
59 [ i i , j ]= f i nd ( SI==l (k ) ) ; %Co l l e c t those l o c a t i o n s corre spond ing to ←↩

each unique l .
60 cnt ( k )=sum( j ) ;
61 k=k+1;
62 end
63 k=k - 1 ; l l=l ( 1 : k ) ; cnt=reshape ( cnt , s i z e ( l l ) ) ;
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64 end
65 %%
66
67 % Plot those s implex e lements o f the dt which are occupied by an o rb i t
68 % i t e r a t e o f z - dt ( l l , : ) are those occupied s implex e lements
69 patch ( ‘ f a ce s ‘ , dt ( l l , : ) , ‘ v e r t i c e s ‘ , dt .X, ‘ FaceColor ‘ , ‘ r ‘ ) ;
70 N=length ( l l ) ;
71
72 %%
73
74 %Trans lateback from l l back to phase space p o s i t i o n s z by us ing the cente r
75 %po s i t i o n s with Matlab subrout ine "mean"
76 zz=ze ro s (N, 2 ) ;
77 f o r i =1:N
78 zz ( i , : )=mean ( [ dt .X( dt . Tr iangu la t i on ( l l ( i ) , 1 ) , : )
79 dt .X( dt . Tr iangu la t i on ( l l ( i ) , 2 ) , : )
80 dt .X( dt . Tr iangu la t i on ( l l ( i ) , 3 ) , : ) ] ) ;
81 end
82
83 %%Now bu i ld the t r a n s i t i o n matrix A
84 %
85 %So that A( i , j )>0 i f f the re i s an element in s implex element i such that ←↩

the re i s an i t e r a t e z (k , : ) and that
86 % the next i t e r a t e , z ( k+1 , : ) , t r a n s i t i o n s to s implex element j
87 A=ze ro s (N,N) ;
88 f o r i =1:( l ength ( SI ) -1)
89 i i= f i nd ( l l==SI ( i ) ) ;
90 j j=f i nd ( l l==SI ( i +1) ) ;
91 %[ i i j j s i z e (A) ]
92 A( i i , j j )=A( i i , j j ) +1;
93 end
94 %Now make A in to a s t o c h a s t i c matrix by row normal i z ing
95 f o r i =1:N
96 q=length ( f i nd ( SI==l l ( i ) ) ) ;
97 A( i , : )=A( i , : ) . / q ;
98 A( i , : )=A( i , : ) . / sum(A( i , : ) ) ;
99 end

Question 2:

In Question 2, the task is to investigate the almost invariant sets of the standard map as the
critical parameter, k, is stepped from 0.9 to 1.5. The standard map is given by (2), and is known
to be non-linear (for k 6= 0) and chaotic. The graphs in Figure 2 show similar properties, as com-
pared with the graphs in Figure 3. It should be noted that for a value of k = 0 the standard map

Assignment № 8 Page 8



is linear, and increases in non-linearity as k is increased. The graphs were created with code
from Question 1 (standard.m, runnerSimpleTriCover.m, and TransitionMatrix.m). Accord-
ing to the reference material A Glance at the Standard Map by Ryan Tobin, as the non-linearity
factor, k, is increased, the nonintegrable components of the standard map become more ap-
parent. Also, the final invariant torus is terminated when the irrationality of the winding number
corresponding to the last quasiperiodic orbit is farthest from rational, which occurs at the golden
mean (approximately 1.61). This occurs at k > 0.97 and can be seen by comparing the graphs
in the left column of Figures 2 and 3, which include the standard map from k = 0.9 to k = 1.5.
In summary, for each different value of k, the codes work together to produce an Ulam-Galerkin
estimate of the Frobenius-Perron operator. The major steps of the code are as follows:

Step 1: Create a test orbit of the standard map (standard.m and runnerSimpleTriCover.m)

Step 2: Perform a Delaunay triangulation in the specified domain for the test orbit for a set k-value
(runnerSimpleTriCover.m and built-in function DelaunayTri.m)

Step 3: Prune the initial triangulation to a smaller collection of triangles which include only those
triangles which have been visited by the test orbit. (TransitionMatrix.m)

Step 4: Form stochastic matrix, A (which is anM ×M matrix whereM is the smaller number of
triangles), by using the Ulam-Galerkin estimate of the Frobenius-Perron operator. Transi-
tionMatrix.m)

The Frobenius-Perron operator can be defined as an infinitely large stochastic matrix acting
on an infinite-dimensional linear space, however this representation is not particularly useful in
practice. Instead, a finite-rank approximation of the operator is obtained through the process
described above. The matrix approximation we are after is given by,

Pi,j =
m(Bi ∩ F−1(Bj))

m(Bi)
, (3)

where m denotes the Lebesgue measure on M. However, since we are working with a test
orbit (4) then becomes,

Pi,j ≈
#({xk|xk ∈ Bi and F (xk) ∈ Bj})

#({xk ∈ Bi})
, (4)
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(a) A Delaunay triangulation for the test
orbit, k = 0.9

(b) The eigenvector v2 for k = 0.9 (c) The thresholded weakly invariant sets
of the test orbit for k = 0.9

(d) A Delaunay triangulation for the test
orbit, k = 1.0

(e) The eigenvector v2 for k = 1.0 (f) The thresholded weakly invariant sets
of the test orbit for k = 1.0

(g) A Delaunay triangulation for the test
orbit, k = 1.1

(h) The eigenvector v2 for k = 1.1 (i) The thresholded weakly invariant sets
of the test orbit for k = 1.1

Figure 2: The images in the left column represent the Delaunay triangulation of the standard
map. The blue dots represent the test orbit, while the red triangles are the grid elements visited
by the test orbit. The images in the middle column are the second eigenvector, v2, of the re-
versible Markov chain. Lastly, the images in the right column are the almost invariant sets of the
standard map test orbit on the pruned tessellation (shown in the left column). The eigenvector
v2 can be thresholded to produce the tessellation elements corresponding to weakly transitive
comnponents (red and blue), with the triangles on the boundary (black).
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(a) A Delaunay triangulation for the test
orbit, k = 1.2

(b) The eigenvector v2 for k = 1.2 (c) The thresholded weakly invariant sets
of the test orbit for k = 1.2

(d) A Delaunay triangulation for the test
orbit, k = 1.4

(e) The eigenvector v2 for k = 1.4 (f) The thresholded weakly invariant sets
of the test orbit for k = 1.4

(g) A Delaunay triangulation for the test
orbit, k = 1.5

(h) The eigenvector v2 for k = 1.5 (i) The thresholded weakly invariant sets
of the test orbit for k = 1.5

Figure 3: The images here represent the same concepts as in Figure 2, but for values of k =

{1.2, 1.4, 1.5}. It can be seen here in the middle column of images of eigenvector v2 that the
higher the value of k, the more the oscillation is present between sets (or sets). It can also
be seen that the higher k-values produce more chaotic behaviour, as is expected. (Note that
graphs for k = 1.3 have been omitted simply to save space, since their behaviour is similar to
the other graphs present)
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Question 3:

In this section the task is to apply the same methods in Part 1 to the Rossler Attractor (instead
of the Lorenz attractor). The Matlab code will attempt to create an outer cover of the chaotic
attractor. The Rossler Equations are given in (5), with parameters a = 0.2, b = 0.2, and c = 8.0.

dx

dt
= −y − z

dy

dt
= x+ ay

dz

dt
= b+ z(x− c)

(5)

The Rossler attractor is modeled by the code rossler.m, which makes use of Matlab‘s
ode45 to solve a set of ordinary differential equations. The data from rossler.m is then used
by runnerRosslerCover.m to create a cover of the attractor (similar to runnerLorenzCover.m
in Question 1). The results, using the same Delaunay Triangulation parameters as in Question
1, are given by Figure 4.

(a) Angle 1, Rossler Attractor (b) Angle 2, Rossler Attractor (c) Angle 3, Rossler Attractor

(d) Angle 1, Rossler Attractor outer cover
h = 2.5

(e) Angle 2, Rossler Attractor outer cover
h = 2.5

(f) Angle 3, Rossler Attractor outer cover
h = 2.5

Figure 4: The figure depicts the accuracy of computing the outer cover of the Rossler attractor
using Delaunay triangulation and basic grid element size h = 2.5. It is clear from the graphs
that the grid elements are too large to give a proper representation of the outer cover, causing
the figures on the bottom row to appear to be a very low representation of the attractor. This
can be fixed by adjusting the h parameter, and the results of doing so are represented in Figure
5.
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Listing 5: Matlab code – rossler.m
1 %% Create Data f o r Ros s l e r Equations
2 c l e a r ;
3 a = 0 . 2 ; b = 0 . 2 ; c = 8 . 0 ; % s e t parameters f o r Ros s l e r a t t r a c t o r
4 t = 0 : . 0 0 0 1 : 1 0 0 ; % s e t time step and i n t e r v a l
5
6 x_init = 1 ; y_init = 1 ; z_in i t = 1 ; % s e t i n i t i a l c ond i t i on s
7
8 % Ross l e r ODE
9 f = @( t , x ) [ -x (2 ) -x (3 ) ; x (1 )+a*x (2 ) ; b+x (1) *x (3 ) - c*x (3 ) ] ;

10
11 [ t1 , x1 ] = ode45 ( f , t , [ x_init y_init z_in i t ] ) ;
12
13 % plo t r e s u l t s
14 f i g u r e
15 hold on
16 g r id on
17 g r id minor
18 t i t l e ( ‘ Ros s l e r Equations ‘ )
19 p lo t3 ( x1 ( : , 1 ) , x1 ( : , 2 ) , x1 ( : , 3 ) , ‘ k - ‘ )
20
21 % Save Ros s l e r equat ions data
22 X = x1 ;
23 X_data = X‘ ;
24 f i l ename = ‘ r o s s l e r . mat ‘ ;
25 save ( f i l ename , ‘X‘ , ‘X_data ‘ ) ;

It can be seen that in the Figure 4, the tessellation size is not low enough to give a very
descriptive cover for this particular attractor. This can be fixed by adjusting the size of the
elements (decreasing the tessellation size). The results from this adjustment can be seen in
Figure 5. The desired accuracy can be achieved through this adjustment ( tessellation size h),
with the caveat that the size of the sparse matrix,A, scales in size according to

(1
h

)d
for domain

dimension d (meaning more computation time and resources).
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(a) Angle 1, Rossler Attractor outer cover h = 1.5 (b) Angle 1, Rossler Attractor outer cover h = 0.5

(c) Angle 2, Rossler Attractor outer cover h = 1.5 (d) Angle 2, Rossler Attractor outer cover h = 0.5

(e) Angle 3, Rossler Attractor outer cover h = 1.5 (f) Angle 3, Rossler Attractor outer cover h = 0.5

Figure 5: Results of varying the parameter h in the cover computation. The outer cover of the
Rossler attractor becomes more clear as h is decreased, however this requires more compu-
tation resources. The h parameter corresponds to the tessellation size. The solution with the
best accuracy (of the tested h values) is when h = 0.5. This attractor required more resolution
to achieve results that are visibly satisfying than the Lorenz attractor from Question 1.
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